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#### Abstract

With the advent of ultra-long MD simulations it becomes possible to model microsecond time-scale protein dynamics and, in particular, the exchange broadening effects ( $R^{\mathrm{ex}}$ ) as probed by NMR relaxation dispersion measurements. This new approach allows one to identify the exchanging species, including the elusive "excited states". It further helps to map out the exchange network, which is potentially far more complex than the commonly assumed 2 - or 3 -site schemes. Under fast exchange  conditions, this method can be useful for separating the populations of exchanging species from their respective chemical shift differences, thus paving the way for structural analyses. In this study, recent millisecond-long MD trajectory of protein BPTI (Shaw et al. Science 2010, 330, 341) is employed to simulate the time variation of amide ${ }^{15} \mathrm{~N}$ chemical shifts. The results are used to predict the exchange broadening of ${ }^{15} \mathrm{~N}$ lines and, more generally, the outcome of the relaxation dispersion measurements using Carr-Purcell-Meiboom-Gill sequence. The simulated $R^{\text {ex }}$ effect stems from the fast ( $\sim 10-100 \mu \mathrm{~s}$ ) isomerization of the C14-C38 disulfide bond, in agreement with the prior experimental findings (Grey et al. J. Am. Chem. Soc. 2003, 125, 14324).


## INTRODUCTION

Protein conformational variability plays a key role in enzymatic catalysis, ligand binding, folding, and other processes of functional importance. Notably, transient conformational species with populations on the order of $1 \%$ and lifetimes in the microsecond to millisecond range are often indispensable for protein function. ${ }^{1-4}$ Such species, termed "invisible" or "excited" states, are difficult to characterize using conventional experimental methods. So far the most detailed information about the invisible states has been obtained from the NMR relaxation dispersion measurements. ${ }^{5-8}$ These experiments focus on chemical shift (CS) evolution of spin magnetization and, particularly, on the dephasing effect caused by stochastic transitions between different conformational states (i.e., conformational exchange). The CS evolution and the concomitant dephasing effect can be partially canceled by application of $180^{\circ}$ pulses or continuous-wave $r f$ field. This constitutes the basis for Carr-Purcell-Meiboom-Gill (CPMG) and spin-lock experiments. ${ }^{9-12}$

The relaxation dispersion data contain a trove of structural and dynamic information. Under favorable circumstances, it is possible to extract the exchange correlation time $\tau_{\mathrm{ex}}=\left(k_{1}+k_{-1}\right)^{-1}$, the populations of the exchanging species, $p_{\mathrm{A}}$ and $p_{\mathrm{B}}$, and the respective CS differences for the individual spin sites, $\Delta \delta_{\mathrm{ab}}=\delta_{\mathrm{a}}-\delta_{\mathrm{b}}$. The latter quantity can be used to recover the chemical shifts of minor species, $\delta_{\mathrm{b}}$, which further serve as a basis for structural characterization. ${ }^{13-16}$

While this approach has been remarkably successful, it nevertheless faces a number of limitations. First, the detailed
data interpretation is only possible when the exchange occurs on the time scale $\tau_{\text {ex }} \sim 1 \mathrm{~ms}$. It is also required that the relaxation dispersion data are collected at more than one magnetic field strength. ${ }^{17}$ In contrast, when exchange is fast, ca. $10-300 \mu \mathrm{~s}$, it is impossible to separate the populations of the exchanging species from the chemical shifts-only the product $p_{\mathrm{A}} p_{\mathrm{B}}\left(\Delta \delta_{\mathrm{ab}}\right)^{2}$ can be determined. In the absence of the chemical shift information, structural analysis also becomes impossible.

Second, the two-state exchange scheme provides only a crude approximation for protein conformational dynamics, which is governed by an extremely complex energy landscape. Indeed, the observed site-to-site variations in the extracted values of $p_{A}$ $p_{\mathrm{B}}$, and $\tau_{\mathrm{ex}}$ immediately suggest that the actual dynamics is more complex than implied by the two-state model. In a number of systems the existence of the third state has been demonstrated experimentally. ${ }^{18-20}$ In general, it can be expected that conformational diversity goes beyond two or three states. Especially in the situations involving disorder, many conformational species coexist in dynamic equilibrium, interconverting on nanosecond and microsecond-millisecond time scales.

Third, interpretation of chemical shift data ( $\delta_{\mathrm{b}}$ ) usually requires some structural guidance. In principle, it is possible to generate a de novo structure based mainly on $\delta_{\mathrm{b}}$ data. ${ }^{21,22}$ However, in practice the number of available $\delta_{\mathrm{b}}$ shifts is usually small and their accuracy is limited, which makes it difficult to
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Figure 1. (A,B) Time variation of $\chi_{1}$ torsional angles in disulfide-bonded residues C14, C38 as extracted from 1-ms MD trajectory of BPTI. ${ }^{32}$ (C,D) Time variation of backbone $\delta^{15 \mathrm{~N}}$ chemical shifts in residues $\mathrm{C} 14, \mathrm{C} 38$ as calculated by application of the program SHIFTX $+{ }^{33}$ to the individual frames from the BPTI trajectory. SHIFTX+ is a part of the recently released package SHIFTX2 (the other module, SHIFTY+, relies on protein primary sequence and thus does not help to predict the dynamic CS variations). ${ }^{33}$ Similar strategies for computation of chemical shifts on the basis of MD trajectories have been implemented earlier. ${ }^{34-36}$ Note that $\delta^{15 \mathrm{~N}}$ undergoes large fluctuations on a fast time scale ( $<25 \mathrm{~ns}$ ), as especially well seen in the central portion of the plot C. As it turns out, the peptide plane P13-C14 is "destabilized" in the conformational state $\mathrm{m}_{\mathrm{C} 14}$ and experiences large axial motions (involving a concerted change in $\psi(\mathrm{P} 13)$ and $\varphi(\mathrm{C} 14)$ ).


Figure 2. Chemical shift correlation functions for backbone ${ }^{15} \mathrm{~N}$ spins from residues C14, C38 in BPTI. Blue/gray curves: $g(\tau)$ calculated via eq 1 from $\delta^{15 \mathrm{~N}}$ traces shown in Figure 1C,D. Red curves: triexponential fits of $g(\tau)$. Since the tail of the correlation function is statistically unreliable, the fitting is limited to the first $400 \mu$ s. The fitting procedure is set up such as to capture the initial fast decay in $g(\tau)$ (time constant < 25 ns , that is, less than the time step of the resampled MD trajectory) plus the two slower components. Use of 4-, 5-, or 6-exponential fitting functions does not change the results. The complete set of correlation functions for all nonproline residues in BPTI is shown in Supporting Information Figure S5.
calculate a reasonable structure. Instead, pre-existing structural models have been widely used to assist in the interpretation of relaxation dispersion data. ${ }^{23-27}$ Alternatively, many investigators sought to boost the population of minor species, for example, by adding a ligand, changing sample conditions, or introducing a point mutation. ${ }^{21,28-30}$ None of these solutions is fully satisfactory-a suitable model may not be available or readily identifiable, whereas changing the experimental conditions may bias the results.

In summary, there is a good deal of uncertainty in the transition from relaxation dispersion data to chemical shifts and further to the structural model of the excited state. Under these circumstances, the insight from MD simulations may prove to be extremely valuable. ${ }^{27,31}$ Indeed, MD trajectory presents a picture of internal motion in all its complexity. Provided that the trajectory is sufficiently long, the results can be used to
simulate the relaxation dispersion profiles which can be then directly compared with the experimental data. Thus a direct connection can be established between the experimental data and the highly realistic structural/dynamic model, without suffering from all of the parametrization issues described above.

## RESULTS

Until recently, it has been unthinkable that unbiased explicitatom MD simulation can reach the length that is necessary to sample microsecond protein dynamics. However, a year ago Shaw and co-workers reported 1 -ms-long trajectory of BPTI in explicit water. ${ }^{32}$ The simulation was conducted at 300 K under the control of (slightly altered) Amber ff99SB force field ${ }^{37,38}$ using a special-purpose supercomputer Anton. The snapshots from this simulation, resampled at 25 ns steps, have been released for use by the research community.

In this report we demonstrate how the ultra-long MD trajectory of BPTI can be used to reproduce the results from NMR relaxation dispersion measurements. As a first step, each frame from the MD trajectory has been processed using the chemical shift prediction program SHIFTX + . ${ }^{33}$ The resulting chemical shift traces $\delta(t)$ are illustrated in Figure 1C,D for backbone ${ }^{15} \mathrm{~N}$ spins of residues C14 and C38.

Next, we evaluate the autocorrelation functions for the individual spin sites in BPTI:

$$
\begin{equation*}
g(\tau)=\langle(\delta(t)-\bar{\delta})(\delta(t+\tau)-\bar{\delta})\rangle \tag{1}
\end{equation*}
$$

Here $\bar{\delta}=\langle\delta(t)\rangle$, and the angular brackets denote averaging with respect to $t$. The examples of the correlation functions calculated according to eq 1 are shown in Figure 2. In the fast exchange regime, when Redfield relaxation theory is valid, $g(\tau)$ can be related to the exchange-induced spin relaxation rate: ${ }^{39,40}$

$$
\begin{equation*}
R_{2}^{\mathrm{ex}}=\left(2 \pi \nu_{0}\right)^{2} \int_{0}^{\infty} g(\tau) \mathrm{d} \tau \tag{2}
\end{equation*}
$$

Here $\nu_{0}$ is the Larmor frequency for a given sort of spins. This result can be extended to describe the outcome of the spin lock experiment: ${ }^{40}$

$$
\begin{equation*}
R_{1 \rho, \mathrm{SL}}^{\mathrm{ex}}\left(\nu_{1}\right)=\left(2 \pi \nu_{0}\right)^{2} \int_{0}^{\infty} g(\tau) \cos \left(2 \pi \nu_{1} \tau\right) \mathrm{d} \tau \tag{3}
\end{equation*}
$$

where $\nu_{1}$ is the frequency of spin lock (or, in other words, the strength of $r f$ field).

Finally, the equivalent expression can be derived for the CPMG pulse train, $\left(\tau_{\mathrm{CP}}-180^{\circ}-\tau_{\mathrm{CP}}\right)_{n}$ :

$$
\begin{equation*}
R_{1 \rho, \mathrm{CPMG}}^{\mathrm{ex}}\left(\nu_{\mathrm{CP}}\right)=\left(2 \pi \nu_{0}\right)^{2} \int_{0}^{\infty} g(\tau) \operatorname{tri}\left(2 \pi \nu_{\mathrm{CP}} \tau\right) \mathrm{d} \tau \tag{4}
\end{equation*}
$$

Here $\nu_{\mathrm{CP}}=1 / 4 \tau_{\mathrm{CP}}$ and $\operatorname{tri}(x)$ is a triangle-wave function which consists of linear segments connecting the points $(x, y)=(0,1)$, $(\pi,-1),(2 \pi, 1),(3 \pi,-1)$, and so forth (i.e., the extrema of the cosine curve). The derivation of eq 4 , which is similar to our recent treatment of the phase-alternated spin lock, ${ }^{41}$ is described in Appendix A (see Supporting Information). While eq 4 reflects the discrete nature of the CPMG experiment, the result is strikingly similar to the spin-lock case, eq 3. If the correlation function $g(\tau)$ is comprised of several exponentials, then the expression in eq 4 can be readily evaluated in analytical form,

$$
\begin{align*}
& g(\tau)=\sum_{j=1}^{N} c_{j} \exp \left(-\tau / \tau_{\mathrm{ex}}^{j}\right)  \tag{5.1}\\
& R_{\mathrm{l} \mathrm{\rho}, \mathrm{CPMG}}^{\mathrm{ex}}\left(\nu_{\mathrm{CP}}\right) \\
& \quad=\left(2 \pi \nu_{0}\right)^{2} \sum_{j=1}^{N} c_{j} \tau_{\mathrm{ex}}^{j}\left\{1-\frac{\tau_{\mathrm{ex}}^{j}}{\tau_{\mathrm{CP}}} \tanh \frac{\tau_{\mathrm{CP}}}{\tau_{\mathrm{ex}}^{j}}\right\} \tag{5.2}
\end{align*}
$$

in agreement with the early findings of Luz and Meiboom. ${ }^{42}$ In summary, eqs 1-5 allow for calculation of relaxation dispersion profiles for faster ( $\mu \mathrm{s}$ ) forms of conformational dynamics on the basis of MD data.

Conformational exchange in BPTI has been investigated in depth in Wüthrich's group ${ }^{43,44}$ and later in Palmer's group. ${ }^{17,25,45,46}$ In particular, Palmer and co-workers reported the results of the ${ }^{15} \mathrm{~N}$ CPMG measurements in a form of
(partial) dispersion amplitude, $\Delta R=R_{1 \rho, \mathrm{CPMG}}^{\text {ex }}\left(\nu_{\mathrm{CP}}^{\text {low }}\right)-$ $R_{1 \rho, \mathrm{CPMG}}^{\text {ex }}\left(\nu_{\mathrm{CP}}^{\text {high }}\right)$. Their experimental data are summarized in Figure $3 \mathrm{~A} .{ }^{25,45}$


Figure 3. Experimental (A) and simulated (B) values of ${ }^{15} \mathrm{~N} \Delta R$ for BPTI at 300 K , spectrometer frequency 600 MHz . Pink bars represent $\Delta R=R_{1 \rho, \text { CPMG }}^{\text {ex }}(50 \mathrm{~Hz})-R_{1 \rho, \text { CPMG }}^{\mathrm{ex}}(500 \mathrm{~Hz})$; the experimental data are from Loria et al. ${ }^{45}$ Cyan bars represent $\Delta R=R_{1 \rho, \mathrm{CPMG}}^{\mathrm{ex}}(8 \mathrm{~Hz})-$ $R_{1 \rho, \text { CPMG }}^{\text {ex }}(\infty) \approx R_{2}^{\text {ex }}$; the experimental data are from Grey et al., ${ }^{25}$ reported only for C14, K15, C38, and R39.

To simulate $\Delta R$, we first evaluated the correlation functions $g(\tau)$, eq 1 , and then fitted the results with 3-exponential curves (red profiles in Figure 2). The fit parameters were subsequently used to predict $R_{1 \rho, \mathrm{CPMG}}^{\mathrm{ex}}\left(\nu_{\mathrm{CP}}\right)$ via eq 5 . Finally, the values of $\Delta R$ were calculated, Figure 3B (defined such as to imitate the experimental data).

Clearly, the pattern obtained for the simulated $\Delta R$ is similar to the one that has been observed experimentally, cf. parts B and A in Figure 3. In both cases the exchange broadening is attributable to isomerization of the C14-C38 disulfide bond. This is the only one of the three disulfide bonds in BPTI that shows the evidence of microsecond-millisecond dynamics (for comparison, we have generated the equivalent of Figures 1 and 2 for C5-C55, see Supporting Information).

## DISCUSSION

Figure 3 directly connects the experimental results with a highly realistic motional model. In choosing this approach, we sidestep the problem of model selection, that is, we do not limit ourselves to 2 - or 3 -site exchange scheme involving certain representative conformations with distinct chemical shifts.

Table 1. Conformational Species of BPTI Classified According to the Isomeric State of the C14-C38 Disulfide Bridge

|  | $\chi_{1}(\mathrm{C} 14)$ | $\chi_{2}(\mathrm{C} 14)$ | $\chi_{3}$ | $\chi_{2}(\mathrm{C} 38)$ | $\chi_{1}(\mathrm{C} 38)$ | $\begin{gathered} d_{\mathrm{C} \alpha, \mathrm{C} \alpha} \\ (\hat{A}) \end{gathered}$ | population (\%) | $\begin{gathered} E_{X}^{\text {AMBER } b} \\ (\mathrm{kcal} / \mathrm{mol}) \end{gathered}$ | $\begin{gathered} E_{X}^{c} \\ (\mathrm{kcal} / \mathrm{mol}) \end{gathered}$ | occurrences in PDB ${ }^{d}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $5 \mathrm{PTI}^{47}$ | $-72^{\circ}$ | $106{ }^{\circ}$ | $95^{\circ}$ | $-114^{\circ}$ | $61^{\circ}$ | 5.7 |  | 4.9 | 4.3 | 214 |
| M (Grey et al. ${ }^{25}$ ) | $-60^{\circ}$ | $101^{\circ}$ | $90^{\circ}$ | $-130^{\circ}$ | $74^{\circ}$ |  | $\sim 95$ | 4.5 | 4.2 | 212 |
| M1 (MD) ${ }^{\text {a }}$ | $-66^{\circ}$ | $100^{\circ}$ | $95^{\circ}$ | $-126^{\circ}$ | $73^{\circ}$ | 5.8 | 25 | 4.8 | 4.3 | 215 |
| M2 (MD) ${ }^{a}$ | $-62^{\circ}$ | $173{ }^{\circ}$ | $90^{\circ}$ | $-168^{\circ}$ | $67^{\circ}$ | 6.5 | 3 | 1.0 | 1.5 | 44 |
| M3 (MD) ${ }^{a}$ | $-63^{\circ}$ | $-78^{\circ}$ | $89^{\circ}$ | $-172^{\circ}$ | $54^{\circ}$ | 5.0 | 6 | 1.2 | 1.6 | 277 |
| $\mathrm{m}_{\text {C14 }}$ (Grey et al. ${ }^{25}$ ) | $50^{\circ}$ | $-110^{\circ}$ | $-135^{\circ}$ | $-70^{\circ}$ | $66^{\circ}$ |  | $\sim 1^{e}$ | 6.9 | 6.0 | 7 |
| $\mathrm{m}_{\mathrm{C} 14}(\mathrm{MD})^{a}$ | $54^{\circ}$ | $-96^{\circ}$ | $-88^{\circ}$ | $-90^{\circ}$ | $60^{\circ}$ | 6.3 | 50 | 3.0 | 2.2 | 105 |
| $\mathrm{m}_{\text {C38 }}$ (Grey et al. ${ }^{25}$ ) | $-68^{\circ}$ | $150^{\circ}$ | $-90^{\circ}$ | $130^{\circ}$ | $-48^{\circ}$ |  | $\sim 4$ | 4.0 | 4.2 | 13 |
| $\mathrm{m}_{\mathrm{C} 38}(\mathrm{MD})^{a}$ | $-67^{\circ}$ | $164^{\circ}$ | $-88^{\circ}$ | $154{ }^{\circ}$ | $-57^{\circ}$ | 6.0 | 6 | 1.8 | 2.4 | 205 |

${ }^{a}$ The results represent averages over the respective clusters, see Supporting Information Figure S1. ${ }^{b}$ Torsional angle energy of the disulfide bridge according to the Amber potential function. ${ }^{37,48}{ }^{c}$ Torsional angle energy based on MP2 calculations by Haworth et al. ${ }^{57}$ Although $E_{\chi}$ represents only one term in the complex energy balance that governs the conformation of disulfide bridge, this parameter has proven to be informative-in particular, the energies $E_{\chi}>6 \mathrm{kcal} / \mathrm{mol}$ are often indicative of structural artifacts. ${ }^{58}{ }^{d}$ The parameters of disulfide bonds in crystallographic structures have been harvested from the Protein Data Bank using the program by Wong and Hogg. ${ }^{59}$ A disulfide conformation from the PDB was considered to be equivalent to the given C14-C38 conformation if all five of their respective $\chi_{i}$ angles agreed to within $30^{\circ}$. ${ }^{e}$ The temperature-dependent CPMG data have been used to separate $p_{A}, p_{\mathrm{B}}$ from $\Delta \delta_{\mathrm{ab}}$; this is normally not possible under the fast exchange conditions. ${ }^{25}$

Instead, the entire bulk of information contained in the MD trajectory is translated into relaxation dispersion data, which can be then directly compared with the experimental results. In this sense the above treatment is more general than the commonly used exchange models.

With this consideration in mind, it is instructive to compare the current set of MD data with the existing model of microsecond-millisecond dynamics in BPTI. ${ }^{17,29,43-46}$ Grey et al. identified three relevant conformations of the disulfide bridge C14-C38, which can be conveniently classified on the basis of torsional angles $\chi_{1}(\mathrm{C} 14)$ and $\chi_{1}(\mathrm{C} 38)$, namely, $M$ $\left(-60^{\circ} ; 60^{\circ}\right), \mathrm{m}_{\mathrm{C} 14}\left(60^{\circ} ; 60^{\circ}\right)$, and $\mathrm{m}_{\mathrm{C} 38}\left(-60^{\circ} ;-60^{\circ}\right){ }^{25}$ At 300 K , the line broadening in BPTI is caused by two distinct motional processes: (i) relatively fast exchange between the major state M and the minor state $\mathrm{m}_{\mathrm{C} 14}$ and (ii) much slower exchange involving M and $\mathrm{m}_{\mathrm{C} 38}$ :

$$
\begin{equation*}
\mathrm{m}_{\mathrm{C} 14} \leftrightarrows \mathrm{M} \rightleftarrows \mathrm{~m}_{\mathrm{C} 38} \tag{6}
\end{equation*}
$$

The characteristic time of the first process was determined to be approximately $150 \mu \mathrm{~s}$, whereas for the second process it is much longer, approximately 2 ms . Grey et al. also built structural models for $\mathrm{M}, \mathrm{m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$ and used these models to predict the chemical shift differences, $\Delta \delta_{\mathrm{ab}}$. In what follows we discuss the relationship between these earlier NMR-based results and the current MD simulation.

Conformational States and Their Populations. The analysis of conformational space spanned by the torsional angles of the C14-C38 disulfide bridge, $\chi_{1}(\mathrm{C} 14), \chi_{2}(\mathrm{C} 14), \chi_{3}$, $\chi_{2}(\mathrm{C} 38)$, and $\chi_{1}(\mathrm{C} 38)$, reveals the presence of several clusters that can be directly related to the earlier models by Grey et al., ${ }^{25}$ see Supporting Information Figure S1. The structural statistics for these states is summarized in Table 1. The inspection of these data demonstrates that MD state M1 is nearly identical to the crystallographic conformation (structure $5 \mathrm{PTI}^{47}$ ) and to the energy-minimized model M described by Grey et al. ${ }^{25}$ On the other hand, the minor state $\mathrm{m}_{\mathrm{C} 14}$ as observed in the MD trajectory is significantly different from the reconstruction by Grey et al. ${ }^{25}$ Specifically, the MD simulation predicts a $\chi_{3}$ angle of $-88^{\circ}$ which is close to the canonical value $-90^{\circ}$; in contrast, the earlier model displays the angle of $-135^{\circ}$ which entails a significant energy penalty, approximately $4 \mathrm{kcal} / \mathrm{mol} .^{25,48,49}$ This discrepancy can be readily understood considering that the original model has been built from the
crystal structure 5PTI by forcibly changing the angle $\chi_{1}$ (C14) and energy-minimizing the resulting coordinates. ${ }^{25}$ In reality, it appears that the conformational transition $\mathrm{M} \rightarrow$ $\mathrm{m}_{\mathrm{C} 14}$ involves subtle but significant rearrangement of the two proximal loops, L1 (residues 9-18) and L2 (residues $36-40$ ). ${ }^{50}$ As a result of this long-range structural adjustment, the disulfide bridge is accommodated without undue strain on $\chi_{3}$. This leads us to suggest that the current MD representation is superior to the earlier energy-minimized model, as also confirmed by the PDB statistics (see Table 1). Similar observations can be made with respect to another minor state, $\mathrm{m}_{\mathrm{C} 38}$.

While conformational species $\mathrm{M} 1, \mathrm{~m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$ are correctly identified in the current trajectory, the predicted populations lack quantitative agreement (see Table 1). In particular, the MD data predict that the $\mathrm{m}_{\mathrm{C} 14}$ state is populated at the level of $50 \%$, whereas the experimentally determined population is approximately $1 \%$. As pointed out by Shaw and co-workers, ${ }^{32}$ such differences between the simulations and the experiment are not unexpected. Indeed, the imbalance in populations corresponds to $2.3 \mathrm{kcal} / \mathrm{mol}$ difference in free energy, which is within the uncertainty range of the current force fields. One should also keep in mind that MD-derived populations are strongly affected by statistical uncertainty (the consequence of the fact that the trajectory is relatively short on the scale of forward and reverse exchange rates). Of note, the temperature-dependent relaxation dispersion study by Grey et al. suggests that $\mathrm{m}_{\mathrm{C} 14}$ has favorable enthalpy (consistent with the data in Table 1) and the M state is preferred on entropic grounds. ${ }^{25}$ The fact that relative populations of $\mathrm{m}_{\mathrm{C} 14}$ and M are governed by entropy puts further emphasis on the problem of statistical sampling in the MD simulation.

Finally, the MD data display a greater variety of conformational species than previously envisaged. M2 and M3 states, differing mainly by the $\chi_{2}(\mathrm{C} 14)$ angle, summarily account for $9 \%$ of the trajectory. The lifetime of these states reaches several microseconds (see below), which makes them potentially relevant for $R^{\text {ex }}$ analyses. The conformations other than M1-M3, $\mathrm{m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$ account for further $10 \%$ of the trajectory.

In the context of our study it appears that the conformational states of BPTI can be reasonably well classified according to the conformational state of the $\mathrm{C} 14-\mathrm{C} 38$ disulfide bridge
(see Supporting Information Figure S2). In general, however, one should reckon with the possibility that this limited parametrization may be insufficient. Recent analysis of the same BPTI trajectory identified many discrete substates sampled by the L1 and L2 loops (counting backbone conformations only). ${ }^{50}$ The alternative loop conformations have been experimentally observed in some of the BPTI mutants. ${ }^{51}$ The conformational rearrangements involving L1 and L2 appear to be important in their own right since microsecond-millisecond dynamics in this region persists even when the disulfide bond is reduced. ${ }^{52}$ Finally, slow flips of the Y35 aromatic ring ${ }^{53,54}$ as well as the slow exchange of the resident water molecule that bridges C14 with C38 ${ }^{55,56}$ point toward other potentially relevant degrees of freedom.

Exchange Rates. To derive the information about the characteristic time scale of exchange we turn to the correlation functions $g(\tau)$, as shown in Figure 2. The initial steep drop in $g(\tau)$ reflects fast fluctuations of chemical shifts and does not directly contribute to the $R^{\text {ex }}$ relaxation - it is the slowly decaying component of $g(\tau)$ that is responsible for the $R^{\text {ex }}$ effect. In the case of C 14 , the relevant decay time is $91 \mu \mathrm{~s}$ (cf. red curve in Figure 2A). For C38, the corresponding time constant is $60 \mu \mathrm{~s}$. It should be emphasized that there is a large margin of uncertainty associated with the time constants $\tau_{\mathrm{ex}}^{j}$. Indeed, the analyzed 1-ms MD trajectory contains a relatively small number of transitions between the main conformational states (see below). The resulting correlation functions are clearly misshapen due to the poor statistics, Figure 2, which causes the uncertainty in the extracted $\tau_{\mathrm{ex}}^{j}$ values. Considering all residues affected by exchange broadening, it is only safe to conclude that the relevant time constants fall in the range $10-$ $100 \mu \mathrm{~s}$, with the average value of $\mathrm{ca} .50 \mu \mathrm{~s}$. Note that $\tau_{\text {ex }}^{j}$ values of this magnitude correspond to the fast exchange regime, which ensures the validity of eqs $2-5$.

Is it possible to link this time constant to the exchange between specific conformational species? The inspection of the MD trajectory reveals multiple transitions $\mathrm{M} 1 \leftrightarrows \mathrm{M} 2 \rightleftarrows \mathrm{M} 3$, as well as $\mathrm{m}_{\mathrm{C} 14} \leftrightarrows \mathrm{~m}_{\mathrm{C} 38}$. The majority of these transitions occur in a form of fast fluctuations, i.e. "in-and-out" excursions. To factor out this effect, we counted only those transitions that lead to a formation of relatively long-lived conformational states, i.e. those with a lifetime of at least $1 \mu \mathrm{~s}$. We have also ignored for a moment the presence of the species other than $\mathrm{M} 1-\mathrm{M} 3, \mathrm{~m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$. Using these updated counting rules, we found 30 transitions between $\mathrm{m}_{\mathrm{C} 14}$ and $\mathrm{m}_{\mathrm{C} 38}, 20$ transitions within the (M1, M2, M3) group, and 9 transitions between ( $\mathrm{m}_{\mathrm{C} 14}, \mathrm{~m}_{\mathrm{C} 38}$ ) and (M1, M2, M3). In principle, all of these transitions may be relevant for $R^{\text {ex }}$ line broadening.

As described above, the MD trajectory is dominated by two conformational species, $\mathrm{m}_{\mathrm{C} 14}$ and $\mathrm{M1}(\mathrm{M})$, and display the evidence of fast exchange process with characteristic correlation time of ca. $50 \mu \mathrm{~s}$. These observations are broadly consistent with the experimental study by Grey et al., where the motional process with time constant of approximately $150 \mu$ s has been attributed to $\mathrm{m}_{\mathrm{C} 14} \leftrightarrows \mathrm{M}$ exchange. ${ }^{25}$ On the other hand, the situation with minor species $\mathrm{m}_{\mathrm{C} 38}$ raises additional questions. The experimental data suggest that $\mathrm{m}_{\mathrm{C} 38}$ is created in the time frame of ca. 40 ms and has a lifetime of approximately 2 ms . ${ }^{17,25}$ The MD trajectory, however, indicates that this state is created much more frequently and readily interconverts with $\mathrm{m}_{\mathrm{C} 14}$. Several comments can be made in this regard.
(i) The MD simulation suggests that the barrier separating $\mathrm{m}_{\mathrm{C} 38}$ from $\mathrm{m}_{\mathrm{C} 14}$ is relatively low. This is not unreasonable, given that the $\mathrm{m}_{\mathrm{C} 38} \leftrightarrows \mathrm{~m}_{\mathrm{C} 14}$ transition does not involve the crossing of the $\chi_{3}$ barrier. The inspection of the original trajectory (sampled at a finer time interval of 250 ps ) shows many "direct" transitions between $\mathrm{m}_{\mathrm{C} 38}$ and $\mathrm{m}_{\mathrm{C} 14}$ that do not involve any detectable intermediates.
(ii) Nevertheless, it is possible that MD simulation underestimates by several $\mathrm{kcal} / \mathrm{mol}$ the free-energy barrier that separates $\mathrm{m}_{\mathrm{C} 38}$ from $\mathrm{m}_{\mathrm{C} 14}$ and other conformational states. This would account for the observed differences in the simulated and experimental transition rates.
(iii) Alternatively, it cannot be ruled out that the simulated $\mathrm{m}_{\mathrm{C} 38}$ state is, in fact, not identical to the experimentally observed conformer. The simulated state may represent a metastable intermediate, which converts to other conformational states rather than proceeding to a fully stable form of $\mathrm{m}_{\mathrm{C} 38}$. One can further speculate that the long-lived form of $\mathrm{m}_{\mathrm{C} 38}$ is stabilized by conformational changes elsewhere in the protein; this form remains unsampled in the current $1-\mathrm{ms}$ MD simulation.
(iv) The MD results suggest that it may be advisible to generalize the previously proposed linear exchange scheme, eq 6, to a triangular scheme, allowing for a possibility of $\mathrm{m}_{\mathrm{C} 38} \leftrightarrows \mathrm{~m}_{\mathrm{C} 14}$ exchange. The assumption that $\mathrm{m}_{\mathrm{C} 38} \rightarrow \mathrm{M}$ and $\mathrm{m}_{\mathrm{C} 38} \rightarrow \mathrm{~m}_{\mathrm{C} 14}$ transitions are (roughly) equiprobable does not seem to contradict any of the experimental observations.
Finally, it is worth noting that there is a certain amount of compensatory effect in the $R^{\text {ex }}$ calculations, Figure 3B. The MD simulation overestimates the population factors $\sim p_{A} p_{B}$, while at the same time underestimating the exchange correlation times $\tau_{\mathrm{ex}}$. On balance, this translates into reasonable values of $R^{\mathrm{ex}}$ and $\Delta R$. Note that the absence of the slow exchange mode in the MD simulation leads to lower-than-expected magnitude of $\Delta R$ for residues C38 and R39 (cf. Figure 3 and discussion by Grey et al. ${ }^{25}$ ).

Chemical Shift Differences. As illustrated in Figure 1, individual MD frames can be used as an input for chemical shift calculation software (in our case, SHIFTX+). The results can be grouped according to the above classification (M1, M2, M3, $\mathrm{m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$, see Supporting Information Figure S1) and the average chemical shift values can be computed for each state. Obviously, this approach assumes that conformational fluctuations within each of the five states are fast. To mimic as closely as possible the previous NMR-based study, we chose to compute the chemical shifts and chemical shift differences for the states M1, $\mathrm{m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$. The summary of these results is shown in Table 2. Also shown in Table 2 are $\Delta \delta_{\text {ab }}$ values computed by Grey and co-workers ${ }^{25}$ using the earlier program

Table 2. ${ }^{15} \mathrm{~N}$ Chemical Shift Differences between the Conformational States M1(M), $\mathrm{m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$

| res. | $\Delta \delta_{\mathrm{Ml} 1 \mathrm{mCl} 14}(\mathrm{ppm})$ |  |  | $\Delta \delta_{\mathrm{Ml} 1, \mathrm{mC} 38}(\mathrm{ppm})$ |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | exptl ${ }^{25}$ | $\begin{gathered} \operatorname{prev}_{\text {calcd }^{25}} \end{gathered}$ | calcd MD | $\operatorname{exptl}{ }^{43}$ | $\begin{aligned} & \text { prev. } \\ & \text { calcd }^{25} \end{aligned}$ | $\begin{aligned} & \text { calcd } \\ & \text { MD } \end{aligned}$ |
| C14 | 3.6 | 3.7 | 1.8 | -0.4 | 0.1 | 0.6 |
| K15 | 4.7 | 1.4 | -1.4 | -0.5 | -0.4 | -1.5 |
| C38 | \|0.8| | 0.6 | -2.2 | -1.7 | -4.9 | -1.9 |
| R39 | \|1.2| | 0.4 | -0.5 | -3.7 | -2.3 | -2.6 |

SHIFTX ${ }^{60}$ and the energy-minimized structures of $M$ (M1), $\mathrm{m}_{\mathrm{C} 14}$, and $\mathrm{m}_{\mathrm{C} 38}$.

There is a tentative correlation between the experimental and MD-derived values, as characterized by the rms deviation of 2.7 ppm (calculated for the shifts with known sign). This is appreciably worse than the previous calculations by Grey et al., ${ }^{25}$ which show the rms deviation of 2.0 ppm . Below we argue that one should not attach too much significance to this kind of difference.
(i) The experimental $\Delta \delta_{\mathrm{M}, \mathrm{mC} 14}$ values have been extracted from the relaxation dispersion data assuming linear 3 -site exchange scheme, eq 6 . This assumption may be restrictive. Indeed, as pointed out by Grey et al., the exchange rates derived from C14 data and K15 data systematically differ by a factor of approximately 1.4. "This difference, which is roughly the same size as the experimental uncertainties, may indicate that additional kinetic processes remain to be discovered in BPTI."25 Of note, our calculations produce much better agreement with the experimental $\Delta \delta_{\mathrm{M}, \mathrm{mC} 38}$ values, which have been extracted directly from the HSQC-type spectral map ${ }^{43}$ (rms deviation 0.9 ppm ).
(ii) A major limiting factor is the relatively low accuracy of the chemical shift predictions. The error margin of $\delta^{15 N}$ calculations using SHIFTX+ is reported to be $2.4 \mathrm{ppm} .^{33}$ A priori it is not clear whether this error is amplified or attenuated upon calculating the chemical shift differences $\Delta \delta_{\mathrm{ab}}=\delta_{\mathrm{a}}-\delta_{\mathrm{b}}$. In any event, the error of this size can easily account for the observed discrepancy between the experimental and computational results, 2.7 ppm . It is worth noting that BPTI is a part of the training set of SHIFTX+ (crystallographic coordinates 5PTI, ${ }^{47}$ chemical shifts from the TALOS database ${ }^{61}$ ). As a consequence, the program closely reproduces the experimental $\delta^{15 \mathrm{~N}}$ shifts of BPTI when used with the structure SPTI. Understandably, the agreement deteriorates when 5PTI is replaced with the MD ensemble M1. From our perspective, the presence of BPTI in the training set is not necessarily good since the program may be biased toward the dominant form of the protein at the expense of the "invisible" minor states. To investigate this matter further, we asked the authors of SHIFTX+ to prepare a customized version of the program where BPTI would be excluded from the training set. Using this customized program, we recalculated the data in Table 2. The results proved to be only slightly different, at most by 0.3 ppm (see Supporting Information Table S1).
(iii) It is instructive to compare the results from SHIFTX+ with predictions from other similar programs. Toward this goal we have repeated the computations using the program SPARTA $+{ }^{62}$ which achieves the same level of accuracy as SHIFTX+. Generally, the outcome proves to be very similar and the results in Table 2 are well reproduced. However, in some cases the predicted $\Delta \delta$ values differ by as much as 1.9 ppm (see Supporting Information Table S2).
In principle, the comparison between experimental and calculated values of $\Delta \delta$ opens the way for validation of structural models representing protein excited states. However, given all of the limitations described above and the small number of the available shifts, we conclude that the effective resolution of this method remains relatively low.

## CONCLUSION

While the mechanism of $\mu \mathrm{s}$-ms exchange in proteins can often be intuited, in other cases the origin of $R^{\text {ex }}$ remains unclear. This can be true even for well-characterized proteins, such as ubiquitin. ${ }^{63}$ In this report we show that long MD simulations can shed light on the details of microsecond dynamics. The matching pattern of the simulated and experimental $R^{\text {ex }}$ rates, such as shown in Figure 3, signals that MD data encode the information on relevant motional modes. We suggest that MDbased simulations should be used as a qualitative tool to guide the interpretation of experimental data. A similar view has been advocated in MD/NMR studies of fast protein dynamics. ${ }^{64,65}$

It is anticipated that MD-based analysis will be used to identify relevant conformational species and map out the exchange network. For conformers of interest this approach can yield the estimates of chemical shift differences, $\Delta \delta_{\mathrm{ab}}$. These estimates can be further included in the interpretation of the experimental relaxation dispersion data, thus allowing one to isolate and quantify the populations $p_{A}, p_{B}$-the feat that is otherwise impossible for microsecond time-scale exchange.

Given a high-quality MD simulation of sufficient length, one may be able to establish a three-way correspondence between the experimental data, MD simulation, and the judiciously chosen $n$-site exchange model. In particular, the $n$-site model can be used to fit the simulated relaxation dispersion data, thus allowing one to determine the rates of exchange between the individual sites. This method should successfully capture slow conformational dynamics, while filtering out fast fluctuations where protein fails to reach a stable conformational state (in this sense it is preferable to simply counting the transitions in the MD trajectory). As can be appreciated from the above discussion, even small, well-studied proteins such as BPTI can display an unexpectedly complex pattern of $\mu$ s motions. We expect that further progress in ultra-long MD simulations will shift the focus of dynamics studies from 2 -site schemes to more general $n$-site models.

The Redfield theory treatment leading to eqs $1-5$ is perfectly suited for studies of $\mu \mathrm{s}$ exchange. It can also be easily expanded to treat multiquantum $R^{\text {ex }}$ effect $^{66-68}$ (see Appendix B, Supporting Information) and $R^{\text {ex }}$ effect due to modulation of residual dipolar couplings. ${ }^{6,70}$ A more general approach, going beyond the Redfield formalism, can also be readily implemented. If one records a collection of long MD simulations, such data can be converted into chemical shift trajectories, $\delta_{m}^{(q)}(t)$. A sum over these trajectories,

$$
\begin{equation*}
\operatorname{FID}(t)=\sum_{m, q} \exp \left(-i 2 \pi \nu_{0} \delta_{m}^{(q)}(t) t-\left(R_{2}^{m, \mathrm{dip}}+R_{2}^{m, \mathrm{CSA}}\right) t\right) \tag{7}
\end{equation*}
$$

would produce a FID-like signal corresponding to direct or indirect domain of an NMR experiment (here index $m$ enumerates the atoms of interest, $q$ enumerates the trajectories, and $R_{2}^{\text {dip }}$ and $R_{2}^{\text {CSA }}$ stand for conventional relaxation rates; if needed, the contributions from individual trajectories can be supplemented with statistical weights). The function $\operatorname{FID}(t)$ encodes exchange-induced dephasing and thus faithfully recreates the broadened spectrum (given that the number of trajectories is sufficiently large). Along the same lines one can simulate the outcome of the spin-lock and CPMG measurements without being restricted to the Redfield fast-exchange limit. More exotic variants of the relaxation dispersion experiments ${ }^{41,71,72}$ can be treated as well.

To successfully simulate $R^{\text {ex }}$ effects, the MD trajectory needs to be sufficiently long on the time scale of both forward, $k_{1}$, and reverse, $k_{-1}$, exchange rates. In practice this means that only fast forms of exchange, $10-100 \mu \mathrm{~s}$, are amenable to such studies and that the populations of the exchanging species should not be too skewed. While at present only a handful of trajectories generated at D. E. Shaw Research may satisfy these requirements, in the future the scope of opportunities will grow. The development of faster chips, better networks, and more efficient MD algorithms will make 1 ms trajectories more routine and bring about longer trajectories. ${ }^{73-75}$ Such ultra-long MD simulations used in conjunction with experimental NMR data will significantly enhance the potential for studies of $\mu \mathrm{s}$-ms dynamics, offering unique insight in many functionally important forms of motion.
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